SUPPLEMENTAL FILE
5 MATHEMATICAL NOTATION
In this paper, we consider real variables. We Bs& denote the

set of real numbers. Scalars are denoted by lower casesletter

e.g., s,t. Vectors inR"™ are denoted by either bold letters and
numbers, or lower-case Greek letters, elgx, =, wherel denotes

a vector all of whose components are equal to age.denotes
the transpose of the vectot. The notationz; refers to theith
component of the vectot. Matrices inR™*"™ are denoted by either
capital letters or upper-case Greek letters, e§.P, A. I stands
for the identity matrix. IfP € R™*", thenvec(P) transforms

¢ = 1) + cl, that satisfied(s)¢ = (1 — s)u¢. We have
P(s)¢p = P(s)y+cl (29)
= (1—-s)mp+sapl+cl (30)
= (1- )+ (say +c— (1-s)uc)l, (31)

where Eq. (29) follows from the fact thd®(s) is stochastic, i.e.,
P(s)1 = 1, and Eg. (30) is obtained by replacifg(s) by its
expression in Eq. (15). Therefore, if we chase= “i‘# we
obtainP(s)¢ = (1 — s)ug.

Letnow¢ = a1+ ¢ be a non trivial eigenvector df(s) with

P into an nm-dimensional vector by stacking the columns. The eigenvalue\. In particular,g® # 0. We first show thah # (1 —s).

equality and inequality symbolss, < and > denote component-
wise equality and inequality, respectively, for arrays lod same
size. For example, i€ is anm x n matrix, thenC' > 0 denotes the
mn inequalities: each element of the matéikis nonnegative. The
curled inequality symbolsz, <, >, >, denote generalized matrix
inequalities associated with the positive semi-definiteecd hat is,
if A, B € R" ", thenA = B (resp.,A = B) means thati — B is
positive-semi-definite (resp., positive definite); aad< B (resp.,
A < B) means thatl — B is negative-semi-definite (resp., negative
definite). We recall that a matriA € R™*" is called positive-semi-
definite (resp., positive definite) #'Ax > 0 (resp.,x'Ax > 0)
for all x € R™ (resp.,x # 0). If —A is positive semi-definite
(resp., positive definite), ther is called negative semi-definite
(resp., negative definite).

PROOF OFPROPOSITIONI.

nh=mo(I —CZy)~"

— 74l —CZ) — 75 =0
= [ra(l —CZo) — 7] Zy ' =0 (27)
= m(I-Po+P)—mC —m(I—Po+P5)=0
= (nh—7hPy+ 7)) — whC — (wh — w6 + 7h) (28)
— ma=my(Po+C),

where Eq. (27) follows from the fact thdf, is invertible, and

Eqg. (28) follows from the propertiest} P} = wilnh = =f;
w6 Py = wb; andn{ P = 7.

PROOF OFPROPOSITION2. It is straightforward to check that
the perturbation matri’ = (17, — Py) € D. That is we have
(i) 7y = wh(Po + O); (43) C1 = 0; (iii) Py + C > 0. Moreover,
the perturbed matrix?y + C = 1z, is a stochastic matrix with
rank one. Therefore, it has a simple eigenvalue 1 correspgnd
eigenvectorl, and eigenvalue 0 with multiplicity — 1. Hence, its
SLEM =0.

PROOF OFPROPOSITION3. For any vectoff, we introduce its
unique direct sum decompositidn= a1 + f+, wherea; = 74f
andft L7y. Itis easy to check that" is proportional tol if and
only if f+ = 0.

Lety = ay1 + 9~ be a non-trivial eigenvector (i.e # 0)
of Pz with eigenvalueu. We will look for a vectorg, in the form

From Eq. (15), we have

P(s)p = (1—38)Ppo+sagl (32)
= (1—8)Pp¢" + (1 — s)agl + sagl. (33)
On the other hand, ik = 1 — s, then we would have
P(s)p = (1—s)¢ (34)
= (1—-s)agl+(1—s)p". (35)
By equating Egs. (33) and (35), we obtain
Ppot = ¢t - 2201 (36)
It follows that, for any positive integerwe have
*Jd) *(] 1)¢ 1SOL¢ 1. (37)
— S

Taking the limit asj — oo, and becausé&’;; is ergodic, we get

PE*¢* = PE¢t — 2201,

T (38)
Thus, sas = 0, which implies, from Eq. (36), thaPp¢™ = ¢*.
Hence, ¢ is an eigenvector of?;; corresponding to eigenvalue
1. Therefore,¢ must be proportional td. We recall thatp™
is proportional tol if and only if ¢~ = 0. This results in a
contradiction because of the fact that # 0. Therefore, we
conclude that # 1 — s.

Now, we considetx # 1 — s, we will find + in the form«y =
¢ + c1, that satisfied’;y = 2. We have

Py = Ppp+cl (39)
= A 2214l (40)
_ A s
= (— T c—1_8—|—c)1, (41)

where Eq. (39) follows from the stochasticity & and Eq. (40)
is obtained by replacin@’;; by its expression in Eq. (15) and using
the fact thatp is an eigenvector aP(s) with eigenvalue\. Finally,
Eq (41) follows by replacmgﬁ 1/; — c1. Therefore, if we chose
, We obtainPgvy =

1— 1—s
PROOF OFPROPOSITION4. HC(S)HQ is a convex function in
s, which reaches its minimum at = 0. Therefore, it must be

increasing fors > 0 (Boyd and Vandenberghe, 2003).
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We also provide an alternative proof as follows: let= Py, — P,
andB = 17}, — Pj. Then, from Eq. (16),
C(s) = A+ Bs. (42)
By construction, we have for a#l > 0,
IC(s)ll2 > 1PE = Poll2 = [C(0)]|2 = [|All2 <= (43)

IlllléTiX < (A+sB)'(A+sB)x,x >> 1\1\11}( < A'Ax,x >,
x:||x||=1 x 1

where the right hand side equivalence follows from the didimiof
the spectral norm given in Eq. (8). Let be such thaf|xs|| = 1
and

max < (A+sB) (A+sB)x,x >=< (A+sB)" (A+sB)xs,xs > .

x:||x||=1
(44)
Then,
< (A—|—sB)t(A+ sB)xs,xs > > < AT Ax, x>, (45)
which means
< (A'B+ B'A + sB'B)x,,xs >> 0. (46)

Let 5 > s. We need to show that

max < (A+3B)"(A+35B)x,x >>< (A+sB)' (A+sB)x,, x5 > .

x|l =1
(47)
It is sufficient to show that

< (A4+3B)"(A+3B)xs,xs >>< (A+sB) (A+5B)xs,xs > .
(48)
But,

< (A+3B)(A+5B)xs,xs > — < (A+sB)" (A + sB)xs,xs >
=(5—5) < (A'B+B'A+sB'B+ 3B'B)xs,xs >,
which is positive because of Eq. (46).

PROOF OFPROPOSITIONS. For0 < s < 1, we have the
following three properties

ma(s)"Q(s) = ma(s)" (49)
ma(s)1 =1 (50)
ma(s) > (51)

BecauseQ(s) is ergodic, we know that suchgy(s) exists and is
unique. Let

¢ = ma(s) = (1 = s)70 + s7a). (52)
Then, we have
#'Q(s) = ma(s)' — (1 —s)’mh — (53)
s(1—s)mhPy — s(1 — s)mly — s°m
= @' +5(1—s)(mh —15P) (54)
= ¢" +s(1—s)(m; — ma) Po, (55)

where Eq. (55) follows from the fact that, P, = ={. Next, we
notice thaip’1 = 0. Thus, from Eq. (20), we obtain

¢'Q(s) = (1= 5)¢' R. (56)
By equating Egs. (55) and (56), we obtain
$'[1 — (1 - s)Po] = s(1 - s)(xh —we)Po.  (57)

Observe that fos > 0, 1 is not an eigenvalue dfl — s)P. Hence,
I — (1 - s)Pyisinvertible, and we have

¢ =s(1—s)I—(1—s)P}] " Pi(ra — o). (58)
From Eq. (52), we have
Wd(s)—ﬁd:¢+(1—8)(7ro—7rd). (59)

Replacingy by its expression in Eq. (58), Eq. (59) can be written as

ma(s) —ma=(1—s) (I —s(I—(1— s)Pé)%Pg) (mo — mq).
(60)
That is, by factoring by{/ — (1 — s)P¢) ™1,
ma(s) —ma = (1 =) (I — (1—8)P5)~ (I — Pg)(mo —ma). (61)

If Py is symmetric, then by the spectral theorem we higie||> =
Amax(FPo) = 1, and by the triangle inequality,

_ 2
(L= 9)P) (1 = P2 < 50—,

(I - 2

and thus

[l7a(s) — mall < lmo — mall-

2(1 —s)
2—s
In the case of a non-symmetric matriX,, we use geometric

progression:

[I—(1-s)P (62)

il—s t
k=0

We note that the last series is convergent for@nry s < 1 because
P¥ has alimit asc — co. Equation (60) becomes then

oo

—sZ 1—8 P) kH) (mo — ma).

(63)
By noting thatsup,.., [|Py|l2 = sup,, [[(P5)" |2 is finite, we
have the desired upper bound pry(s) — 7al.

ma(s) —mqa = (1 —s) <
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